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1 Introduction

The ability to act appropriately in dynamic environments is critical to the survival of all living creatures. For lower life forms, it seems that sufficient capability is provided by stimulus-response and feedback mechanisms. Higher life forms, however, must be able to anticipate the future and form plans of action to achieve their goals. Reasoning about actions and plans can thus be seen as fundamental to the development of intelligent machines that are capable of dealing effectively with real-world problems.

Researchers in artificial intelligence (AI) have long been concerned with this area of investigation [73]. But, as with most of AI, it is often difficult to relate the different streams of research and to understand how one technique compares with others. Much of this difficulty derives from the varied (and sometimes confused) terminology and the great diversity of problems that arise in real-world planning. Indeed, there are few practical planning systems for which the class of appropriate applications can be clearly delineated.

This article attempts to clarify some of the issues that are important in reasoning about actions and plans. As the field is still young, it would be premature to expect us to have a stable foundation on which to build a discipline of planning. Nevertheless, I hope that the following discussion contributes toward that objective and that it will help the reader to evaluate the pertinent literature.

2 The Representation of Actions and Events

Humans spend a great deal of time deciding and reasoning about actions, some with much deliberation and some without any forethought. They may have numerous desires that they wish fulfilled, some more strongly than others. It is often necessary to accommodate conflicting desires, to choose among them, and to reason about how best to accomplish those that are chosen. This choice, and the means chosen to realize these ends, will depend upon currently held beliefs about present and future situations, and upon any commitments or intentions that may have been earlier decided upon. Often it will be necessary to obtain more information about the tasks to be performed, either prior to choosing a plan of action or during its execution. Furthermore, our knowledge of the world itself is frequently incomplete, making it necessary for us to
have some means of forming reasonable assumptions about the possible occurrence of other events or the behaviors of other agents.

All this has to be accomplished in a complex and dynamic world populated with many other agents. The agent planning or deciding upon possible courses of action can choose from an enormous repertoire of actions, and these in turn can influence the world in exceedingly complicated ways. Moreover, because of the presence of other agents and processes, the environment is subject to continuous change — even as the planner deliberates on how best to achieve its goals.

2.1 Models of Action

To tackle the kind of problems mentioned above, we first have to understand clearly what entities we are to reason about. The traditional approach has been to consider that, at any given moment, the world is in one of a potentially infinite number of states or situations. A world state may be viewed as a snapshot of the world at a given instant of time. A sequence of world states is usually called a behavior; one that stretches back to the beginning of time or forward to its end is called a world history or a chronicle. Such a world history, for example, may represent the past history of the actual world, or some potential future behavior.

The world can change its state only by the occurrence of an event or action. An event type is usually modeled as a set of behaviors, representing all possible occurrences of the event in all possible world histories. Thus, the event type “John running around a track three times” corresponds to all possible behaviors in which John does exactly that — namely, run around some track during some interval at some location exactly three times. An event instance is a particular occurrence of an event type in a particular world history. However, where there is no ambiguity, we shall call event types simply events.

An action is a special kind of event, namely, one that is performed by some agent, usually in some intentional way. For example, a tree’s shedding of its leaves is an event but not an action; John’s running around a track is an action [in which John is the agent]. Philosophers make much of this distinction between actions and events, primarily because they are interested in activities that an agent decides upon, rather than those events that are not caused by the agent (such as leaves falling from a tree)
or that involve the agent in some unintentional way (such as tripping over a rug) [19]. For our purposes, however, we can treat these terms synonymously.

We shall begin by restricting our attention to domains in which there is no concurrent activity, as could be used to represent a single agent acting in a static environment. In these domains, it is only necessary to consider the initial and final states of any given event, as nothing can happen during the event to change its outcome. Consequently, an event can be modeled as a set of pairs of initial and final states, rather than as a set of complete behaviors. If, in addition, we limit ourselves to deterministic events, this relation between initial and final states will be functional; that is, the initial state in which an event occurs will uniquely determine the resulting final state. Of course, there may be certain states in which an event cannot be initiated; the set of states in which it can is usually called the domain of the event.

Events may be composed from other events in a number of ways. As they are just relations (or, in the more general case, sets of behaviors), the two simplest means of composition are set union and intersection. For example, the intersection of the event in which Mary hugs John and the event in which Mary kisses John is the event in which Mary both hugs and kisses John. We can also compose events sequentially; for example, to yield the event in which Mary first hugs John and then kisses him.

We also want to be able to say that certain properties hold of world states. For example, in some given state, it might be that a specified block is on top of some other block, or that its color is red. But what kind of entities are such properties? For example, consider the property of redness. In a static world, we might model this property as a set of individuals (or objects), namely, those that are red. However, in dynamic worlds, the individuals that are red can vary from state to state; we therefore cannot model redness in this way.

One approach is to view the properties of the domain as relating to particular states. Thus, instead of representing redness as a set of individuals, it is instead represented by a relation on individuals and states; a pair \((A, s)\) would be a member of this relation just in case \(A\) were red in state \(s\). Such entities are commonly called situational relations.

Another, more elegant way to handle this problem is to introduce the notion of a fluent [74], which is a function defined on world states. Essentially, a given fluent corresponds to some property of world states, and its value in a given state is the
value of that property in that state. For example, the property of redness could be represented by a fluent whose value in a given state is the set of individuals that are red in that state.

Fluents come in a variety of types. A fluent whose value in a given state is either true or false is usually called a propositional fluent. For example, the property of it being raining could be represented by a propositional fluent that has the value true in those states in which it is raining and the value false when it is not raining. An equivalent view of propositional fluents identifies them with the set of states for which the property is true.

Fluents can also represent individuals (such as agents and objects); their value in a given state will be some specific individual that exists in that state. For example, one may have a fluent representing Caesar; the value of this fluent in any state will be whoever happens to be the emperor of Rome at that point in time. Similarly, one can introduce fluents whose value in a given state is a relation over individuals, or fluents whose values are functions from individuals to individuals [79]. The former are typically called relational fluents, the latter functional fluents. ¹

2.2 The Situation Calculus

Of course, in any interesting domain, it is infeasible to specify explicitly the functions and relations representing events and fluents. We therefore need some formal language for describing and reasoning about them. (Those unfamiliar with logical formalism and its use in AI should refer to the article by Levesque on knowledge representation [65] and Hayes' beautifully clear exposition of naive physics [51].)

McCarthy [74] proposed a formal calculus of situations (states) which has become the classical approach to this problem. In the variant we describe here, the logical terms of the calculus are used to denote the states, events, and fluents of the problem domain. For example, the event term puton(A, B) could be used to denote the action in which block A is placed on top of block B. Similarly, the fluent term on(A, B) could designate the fluent representing the proposition that A is on top of B. We could also introduce other event terms to denote composite events and other fluent terms to

¹A good introduction to many of these concepts, including some of the logics mentioned in Section 2.2, can be found in the first six chapters of reference [25]. Note, however, that fluents are therein called intensions.
denote the different kinds of fluents and various individuals (such as $A$ and $B$) in the domain.

The predicates in this situation calculus are used primarily to make statements about the values of fluents in particular states. For propositional fluents, we shall use the expression $\text{holds}(f, s)$ to mean that the fluent $f$ has value $true$ in state $s$. For example, $\text{holds}(\text{on}(A, B), s)$ will be true if the fluent denoted by $\text{on}(A, B)$ has value $true$ in state $s$; that is, if block $A$ is on top of $B$ in $s$. We can use other predicates and function symbols to describe the properties of other kinds of fluents [69,74,79].

We must also be able to specify the state transitions associated with any particular event in the problem domain. The usual way to do this is to introduce the term $\text{result}(e, s)$ to designate the state resulting from the performance of event $e$ in state $s$. For example, $\text{result}(\text{puton}(A, B), s)$ denotes the state that results when the action $\text{puton}(A, B)$ is initiated in state $s$. We can also use the $\text{result}$ function to characterize those states that are reachable by the agent from some given state. That is, for any state $s$ and any performable action $e$, the state denoted by $\text{result}(e, s)$ will be reachable from $s$ and, in turn, from any other state from which $s$ is itself reachable.

The well-formed formulas of this situation calculus may also contain the usual logical connectives and quantifiers. With this machinery, we can now express general assertions about the effects of actions and events when carried out in particular situations. For example, we can express the result of putting block $A$ on top of block $B$ as follows:

$$\forall s. \text{holds}(\text{clear}(A), s) \land \text{holds}(\text{clear}(B), s) \supset \text{holds}(\text{on}(A, B), \text{result}(\text{puton}(A, B), s)).$$

This statement is intended to mean that if blocks $A$ and $B$ are initially clear, then after the action $\text{puton}(A, B)$ has been performed, block $A$ will be on top of $B$.

One problem with the above approach is the apparently large number of axioms needed to describe what properties are unaffected by events. For example, if block $B$ were known to be red prior to our placing block $A$ upon it, we would not be able to conclude, on the basis of the previous axiom alone, that block $B$ would still be red afterwards. To do so, we require an additional axiom stating that the movement of block $A$ does not change the color of block $B$:

$$\forall s. \text{holds}(\text{color}(B, \text{red}), s) \supset \text{holds}(\text{color}(B, \text{red}), \text{result}(\text{puton}(A, B), s))$$
In fact, we would have to provide similar axioms for every property of the domain left unaffected by the action. These are called frame axioms; being forced to specify them is commonly known as the frame problem [50].

Various other logical formalisms have been developed for representing and reasoning about dynamic domains. The most common are the modal logics, which avoid the explicit use of terms representing world state. One type of modal logic, called temporal logic, introduces various temporal operators for describing properties of world histories [94]. For example, the fact that it will rain sometime in the future can be represented by the formula $\Diamond \text{raining}$. Here, the temporal operator $\Diamond$ represents the temporal modality "at some time in the future," the formula $\Diamond \phi$ means that there exists some future state for which the formula $\phi$ is true. The use of temporal operators corresponds closely to the way tense is used in natural languages; thus, it is claimed, these logics provide a natural and convenient means for describing the temporal properties of given domains.

Process logics are another kind of modal logic in which explicit mention of state is avoided [87]. These logics are based on the same model of the world as described above, but introduce programs (or plans) as additional entities in the domain (see Section 3.1). Dynamic logics can be viewed as a special class of process logics that are concerned solely with the input-output behavior of programs [48]. Hence, these logics are concerned with binary relations on world states rather than with entire behaviors. Harel [47] provides a good review of dynamic and related logics.

2.3 The STRIPS Representation

The STRIPS representation of actions, originally proposed by Fikes and Nilsson [30], is one of the most widely used alternatives to the situation calculus. It was introduced to overcome what were seen primarily as computational difficulties in using the situation calculus to construct plans. The major problem was to avoid (1) the specification of a potentially large number of frame axioms, and (2) the necessity of having the planner consider these axioms in determining the properties that hold at each point in the plan.

In the STRIPS representation, a world state is represented by a set of logical formulas, the conjunction of which is intended to describe the given state. Actions or events are represented by so-called operators. An operator consists of a precondition,
an add list, and a delete list. Given a description of a world state \( s \), the precondition of an operator is a logical formula that specifies whether or not the corresponding action can be performed in \( s \), and the add and delete lists specify how to obtain a representation of the world state resulting from the performance of the action in \( s \). In particular, the add list specifies the set of formulas that are true in the resulting state and must therefore be added to the set of formulas representing \( s \), while the delete list specifies the set of formulas that may no longer be true and must therefore be deleted from the description of \( s \). This scheme for determining the descriptions of successive states is called the STRIPS rule.

For example, the following STRIPS operator can be taken to represent the action that moves block \( A \) from location zero to location 1.

Precondition: \( \text{loc}(A,0) \land \text{clear}(A) \)
Add list: \( \{\text{loc}(A,1)\} \)
Delete list: \( \{\text{loc}(A,0)\} \)

Let's say that some world is described by the formulas \( \{\text{loc}(A,0), \text{clear}(A), \text{red}(A)\} \). Given this set of formulas, it is possible (trivially in this case) to prove that the precondition holds, so that the operator is then considered applicable to this world description. The description of the world resulting from application of this operator is \( \{\text{loc}(A,1), \text{clear}(A), \text{red}(A)\} \).

It is important to note that the formulas appearing in the delete list of an operator are not necessarily false in the resulting state; rather, the truth value of each of these formulas is considered unknown (unless it can be deduced from other information about the resulting state). Operators can also be parameterized and thus can represent a whole class of actions.

Although the operators in STRIPS are intended to describe actions that transform world states into other world states, they actually define syntactic transformations on descriptions of world states. STRIPS should thus be viewed as a form of logic and the STRIPS rule as a rule of inference within this logic. Given this perspective, it is necessary to specify the conditions under which the STRIPS rule is sound. That is, for each operator and its associated action, the formulas generated by application of the operator should indeed be true in the state resulting from the performance of the action. Surprisingly, only very recently has anyone attempted to provide such a semantics, though the importance of doing so has long been recognized.
The problem is that soundness is not possible to achieve if the STRIPS rule is allowed to apply to arbitrary formulas. One way around this difficulty is to specify a set of *allowable* formulas and require that only such formulas occur in world descriptions, operator add lists, and operator delete lists (although the preconditions of an operator can involve arbitrary formulas). Lifschitz [67] shows that such a system is sound if, for every operator and its associated action, (1) every allowable formula that appears in the operator’s add list is satisfied in the state resulting from the performance of the action, and (2) every allowable formula that is satisfied in the state in which the action is initiated and does not belong to the operator’s delete list is satisfied in the resulting state. The latter condition is commonly known as the STRIPS assumption.

As described, the STRIPS representation avoids the specification of frame axioms that state what properties are left unchanged by the occurrence of actions. Furthermore, the lack of frame axioms allows a planner to better focus its search effort. On the other hand, STRIPS is not nearly as expressive as the situation calculus [117]. In particular, the STRIPS representation compels us to include in an operator’s delete list all allowable formulas that could possibly be affected by the action, even if the truth value of some of these could be deduced from other axioms. For example, even if we were given an axiom stating that when Fred dies he stops breathing, an operator representing the fatal shooting of Fred would nonetheless have to include in its delete list both effects of the shooting.

To overcome this difficulty, it is tempting to modify the STRIPS rule so that formulas that can be proved false in the resulting state need not be included in an operator’s delete list. This leads to the extended STRIPS assumption, which states that any formula that is satisfied in the initiating state and does not belong to the delete list will be satisfied in the resulting state, unless it is inconsistent to assume so. Unfortunately, no one has yet provided an adequate semantics for such an approach [95].

Another alternative is to allow any kind of formula to appear in state and operator descriptions and to modify the STRIPS rule so that only a certain class of *basic* formulas is passed from state to state. The idea is that the truth value of a nonbasic formula in the state resulting from application of an operator cannot be determined using the STRIPS rule; it must instead be derived from other formulas that are true in that state. In this way, we can often simplify considerably the add lists of operators. (Some early attempts to implement this idea [28, 29] were flawed [117] and later
implementations [121] appear to work only under certain restrictions.)

Yet another variant representation is described by Pednault [89]. Each action is represented by an operator that describes how performance of the action affects the relations, functions, and constants of the problem domain. As with the STRIPS representation, the state variable is suppressed and frame axioms need not be supplied. For a restricted but commonly occurring class of actions, the representation appears as expressive as the situation calculus.

3 Plan Synthesis

Plan synthesis concerns the construction of some plan of action for one or more agents to achieve some specified goal or goals, given the constraints of the world in which these agents are operating. In its most general form, it is necessary to take into account the various degrees to which the agents desire that their goals be fulfilled, the various risks involved, and the limitations to further reasoning arising from the real-time constraints of the environment. However, we shall begin with the simpler problem in which an agent's goals are consistent and all of the same utility; we shall disregard reasoning about the consequences of plan failure; and we shall not concern ourselves with real-time issues. (In philosophy, this kind of planning is commonly called means-ends reasoning, and is considered to be just one of the many components comprising rational activity [8,18,19].)

3.1 Plans

The essential component of a plan is that, when given to an agent or machine to perform or execute, it will produce some behavior. For example, a program for a computer is a particular kind of plan. Exactly what behavior occurs in a given situation will depend on the agent (or machine) that attempts to execute the plan, as well as on the environment in which that agent is embedded. In domains populated by more than one agent, plans may be assigned to a number of agents to execute cooperatively; such plans are often called multiagent plans.

The execution of a plan, of course, need not always be successful. Thus, there are at least two types of behavior associated with any plan: those that can be considered
successful, in that the agent manages to execute each part of the plan without failure, and those that are generated by the plan but that, for some reason or another, turn out to be unsuccessful. As a rule, an unsuccessful behavior is one in which the agent has executed part of the plan successfully but then failed to execute some subsequent step. In many applications, both kinds of behavior must be taken into consideration — one’s choice of plans often depends on the likelihood of plan failure and its consequences [40].

Plans usually have a definite structure that depends on how the plan has been composed from more primitive components. The standard ways of composing plans include sequencing (resulting in sequential plans), choice (conditional plans), iteration (iterative plans), and recursion (recursive plans). One can also define nondeterministic operators that allow an arbitrary choice of which component to execute next and parallel operators to allow for concurrent activity.

The components of such composite plans are usually called subplans; the basic plan elements admitting of no further decomposition are called atomic or primitive plans (or, somewhat misleadingly, atomic actions). Plans can have other properties as well; which ones are considered important will often depend on the domain of application. For example, a plan may be of a certain type, or have an associated risk or likelihood of success.

It is not necessary that a plan be composed solely of atomic elements. For example, a plan for the evening might simply be to get dressed and then go to the theater, without it being specified how either of these activities should be accomplished. Similarly, we may fully detail each of the steps in a plan but leave unspecified the order in which they should be performed. Such plans are often called partial plans.

To reason about plans, we have to introduce additional plan terms into our formal language of events and actions. A plan term simply denotes a plan, in the same way that state terms, event terms, and fluent terms denote respectively states, events, and fluents. Furthermore, we need to introduce various function symbols and predicates to describe the allowed plan composition operators and any other properties we choose to ascribe to plans.

As mentioned above, one of the most important properties of a plan is the set of successful behaviors it generates. In the case that there is no concurrent activity, this can be reduced to considering simply the transformation from initial to final states.
Let's represent the fact that state \( s_2 \) results from the execution of plan \( p \) by agent \( M \) when initiated in state \( s_1 \) by the expression \( \text{generate}(M, p, s_1, s_2) \). With this, we can now describe the effects of plan execution and the properties of the various plan composition operators.

For example, for some particular agent \( M \) and plan \( p \), we might have

\[
\forall s_1, s_2 . \text{holds}(\phi, s_1) \supset \text{generate}(M, p, s_1, s_2) \supset \text{holds}(\psi, s_2)
\]

That is, if \( p \) is executed by agent \( M \) in a state in which \( \phi \) holds, at the completion of execution \( \psi \) will hold. Assuming a fixed agent, we shall write the above formula simply as \( \text{exec}(p, \phi, \psi) \).

Strictly speaking, plans are not actions. We might have some predicates that apply to plans (such as whether or not they are partial, conditional, or unreliable) but that clearly do not apply to actions. However, predicates such as \( \text{generate} \) (and \( \text{exec} \)) allow us to specify the relation between plans and the actions or behaviors they generate. Process logic and dynamic logic may be viewed as variant notations for describing the same relation. However, some authors [44,90] equate plans with the state transformations or events they generate. Used carefully, and in well-circumscribed problem domains, this can be the most frugal way to do things; in more general settings, however, it is restrictive and can lead to unnecessary confusion.

Finally, we need to consider what a goal is. Goals are important because they are the things that agents try to accomplish in executing their plans of action. In most of the early AI literature, a goal was considered to be simply some specified set of world states; an agent would be said to accomplish or achieve its goal if it managed to attain one of these states. For this reason, these goals are often called end goals or goals of attainment. Other researchers take goals to be some desired transformation from some set of possible initial states to some set of final states. This is typically the case in the area of automatic programming, in which one attempts to synthesize programs that meet certain input-output requirements.

However, real-world agents have goals that are more complex than these. For example, an agent may have a goal to maintain some condition over an interval of time, such as to remain in a position of power. Some goals of maintenance correspond to the prevention of some condition. For example, one might have the goal of preventing Congress from discovering how certain illegally obtained funds are distributed. There
may also be goals in which the properties of some final state are not particularly important, but where the intervening sequence of activities is—for example, the goal to call in at a Swiss bank prior to returning home. Thus, in general, we can consider a goal to be some set of state sequences or behaviors; an agent succeeds in achieving such a goal if the actual behavior of the world turns out to be an element of this set.

Because in the general case goals are just particular sets of behaviors, they may be composed in the same way that events are. For example, the goal to place the books on the bookshelf and the goal to place the cups on the table can be combined to form the single composite goal to place both the books on the bookshelf and the cups on the table. Goals can also be composed sequentially; in this case, the composite goal may be to first place the books on the bookshelf and subsequently place the cups on the table. The behaviors corresponding to the former composite goal, of course, may be different from those corresponding to the latter one. In the first case, the goal is to achieve a state in which both the books are on the bookshelf and the cups are on the table, but there is no requirement regarding the order in which these tasks should be performed. In the second case, the ordering of tasks is specified, but there is no requirement that the books remain on the bookshelf while the cups are placed on the table.

Goal descriptions are often viewed as specifications for a plan: they describe the successful behaviors that execution of the plan should produce. Goals of attainment can be specified by stating simply the conditions that should hold after execution of the plan. Thus, they can be adequately described using the language we introduced in Section 2 for describing the properties of world states. Goals of transformation can be similarly specified. For describing more general kinds of goal, however, we must be able to express properties of sequences of states or events. To do this, we need the more expressive formalisms developed for multiagent domains (see Section 4).

3.2 General Deductive Approaches

Given a formulation of actions and world states as described in Section 2, the simplest approach to planning is to prove by means of some automatic or interactive theorem-proving system—the existence of a sequence of actions that will achieve the goal condition. More precisely, suppose that we have some end goal \( \psi \) and that the initial
state satisfies some condition \( \phi \). Then the theorem to be proved is

\[
\forall s \cdot \text{holds}(\phi, s) \supset \exists z \cdot \text{holds}(\psi, z) \land \text{reachable}(z, s)
\]

That is, we are required to prove that there exists a state \( z \), reachable from \( s \), in which the goal \( \psi \) holds, given that \( \phi \) holds in the initial state \( s \).

For example, a plan to clear a block \( A \), given an initial state in which \( B \) is on top of \( A \) and \( C \) is on \( B \), could be constructed by proving the theorem

\[
\forall s \cdot \text{holds}(\text{on}(C, B), s) \land \text{holds}(\text{on}(B, A), s) \supset \exists z \cdot \text{holds}(\text{clear}(A), z) \land \text{reachable}(z, s)
\]

If done carefully, the proof could lead to a solution of the form

\[
\forall s \cdot \text{holds}(\text{on}(C, B), s) \land \text{holds}(\text{on}(B, A), s) \supset \\
\text{holds}(\text{clear}(A), \text{result}(\text{puton}(B, \text{table}), \text{result}(\text{puton}(C, \text{table}), s)))
\]

That is, if \( C \) is initially on \( B \), which in turn is on \( A \), then \( A \) will be clear in the state resulting from depositing \( C \) and then \( B \) on the table.

Green [44] was the first to implement this idea. As he observed, however, it is essential to have the theorem prover provide the right kind of constructive proof. For example, consider being faced with a choice of two doors, behind one of which is a ferocious lion and the other a young maiden. In trying to maximize your lifespan, a theorem prover may well suggest that you simply open the door behind which lies the young maiden. Unfortunately, you may only be able to ascertain the maiden’s location after opening the door — too late for you but of little concern to the planning system. This difficulty arises because the sequence of actions constructed by the planner can be conditional on properties of future states; that is, on properties that the agent executing the plan is not in a position to determine.

Manna and Waldinger [69] show how many of these problems can be solved by reasoning about plans rather than actions. The planning technique they develop is based on the following scheme. For a goal condition \( \psi \) and initial state satisfying \( \phi \), we attempt to prove the theorem

\[
\exists p \cdot \text{exec}(p, \phi, \psi) \land \text{executable}(p)
\]

The aim is to find a plan \( p \) that satisfies this theorem. For example, a solution to the problem given above would be

\[
\text{exec}((\text{puton}(B, \text{table}) \ ; \ \text{(puton}(C, \text{table})), \text{on}(B, A) \land \text{on}(C, B), \text{clear}(A)),
\]
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where the symbol "\(";" represents the sequential composition of plans. The requirement regarding executability is included to prevent the planner from returning trivial or non-executable plans; this requirement is usually left implicit.

Conditional plans are not difficult to construct in this framework. For example, consider that we can construct two plans \( p_1 \) and \( p_2 \) that satisfy respectively \( \text{exec}(p_1, \gamma \land \phi, \psi) \) and \( \text{exec}(p_2, \neg \gamma \land \phi, \psi) \). Then it is straightforward to show that the conditional plan \( p = \text{if } \gamma \text{ then } p_1 \text{ else } p_2 \) satisfies \( \text{exec}(p, \phi, \psi) \). However, one must be careful in introducing conditionals as they can expand the search space of potential solutions considerably.

The construction of plans involving recursion is difficult. To handle recursion, we have to provide the theorem prover with an induction axiom. There are various kinds of induction axioms that one can use. Manna and Waldinger [69] use the principle of well-founded induction, that is, induction over a well-founded relation. This is a general rule that applies to many subject domains, but there are two difficulties. First, each domain will have its own well-founded relations, which must be specified explicitly. Second, it is often necessary to strengthen the goal constraint so as to have the benefit of a strong enough induction hypothesis to make things work out properly. With human intuition, it may not be difficult to formulate such strengthened goals, but even in simple cases the requisite strengthening seems to be beyond the capability of current theorem provers.

Iteration is often as problematic as recursion. It is not difficult to insert a fixed iterative subplan into a plan, provided that we have appropriate axioms describing its behavior. However, it is not a simple matter to synthesize an iterative subplan. One approach would be to first form a recursive plan (with all its attendant problems) and then transform this, if possible, into an iterative plan. Strong [107], for example, shows how to convert certain classes of recursive plans (programs) into iterative ones. This part is not difficult; the truly hard task is constructing the recursive plan to begin with.

However, in some cases, the synthesis of iterative plans is straightforward. For example, if a certain goal condition has to be satisfied for some arbitrary number of objects, it is often possible to construct a plan that accomplishes the goal for one of the objects and then iterate that plan over all the remaining objects.
Instead of the situation calculus, any of the modal logics discussed in Section 2.2 could alternatively be used to represent knowledge of the problem domain [62,99,108]. Unfortunately, for most domains of interest, it appears that we require the expressive power of first-order modal logics for which suitable theorem provers are currently unavailable. An exception to this is the work of Stuart [108]. He is concerned with the synchronization properties of plans, which can be adequately described using propositional modal logic.

### 3.3 Planning as Search

The basis of planning is to find, out of all the possible actions that an agent can perform, which, if any, will result in the world’s behaving as specified by the goal conditions, and in what order these actions should occur. It can thus be viewed as a straightforward search problem: find some or all possible orderings of the agent’s actions that would result in achieving the specified goal, given the constraints of the world in which the agent is embedded. The number of possible action orderings is equal to the factorial of the number of actions performable by the agent. This makes the general problem computationally intractable (or what is usually called NP-hard).

Thus, a considerable part of the research effort in planning has been directed to finding effective ways of reducing this search, either by formulating the problem in some appropriate way, restricting the class of problems that can be represented, or by careful choice in the manner in which potential plans are examined (see reference [65] for a discussion of similar issues).

There are two common ways of viewing plan search techniques. One is to perceive the process as searching through a space of world states, with the transitions between states corresponding to the actions performable by the agent. Another view is that the search takes place through a space of partial plans, in which each node in the search space corresponds to a partially completed plan. The latter view is the more general, as the first can be seen as a special case in which the partial plan is extended by adding a primitive plan element to either end of the current partial plan.

Thus, we can characterize most approaches to the planning problem as follows. Each node in the search space corresponds to some possibly partial plan of action to achieve the given goal. The search space is expanded by further elaborating some component of the plan formed so far. We shall call the ways in which plans can
be elaborated plan specialization operators.² The plan space can be searched with a variety of techniques, both classical and heuristic [84,112].

At each stage, a very general plan (which admits of a potentially large number of behaviors) is increasingly refined until it becomes very specific. As it becomes more specific, the set of behaviors that can potentially satisfy the plan becomes smaller and smaller. The process continues until the plan is specific enough to be considered a solution to the problem; usually this is taken to mean that the plan can be executed by some specified agent. Alternatively, we can view the whole process as continually refining the specifications for a plan; that is, by reducing progressively the original goal to some composition of subgoals.

A different approach to planning involves plan modification rather than plan specialization. Thus, beginning with a plan that only approximates the goal specifications, various plan modification operators are applied repeatedly in an attempt to improve the approximation. Unlike plan specialization, the problem with plan modification is that it is often difficult to determine whether or not a particular modification yields a plan that is any closer to a solution. In many cases, a combination of plan specialization and modification can be used effectively. Furthermore, many techniques that are framed in terms of plan modification can be recast as equivalent plan-specialization techniques and vice versa.

In the next few sections, we shall examine the more important of these specialized planning techniques. For many of these, there exists a corresponding deductive method whereby certain constraints are imposed on the order in which inferences are drawn [35,56,69].

3.4 Progression and Regression

Before we consider specific planning techniques, let us introduce some new terminology. Consider a primitive plan a that, for some conditions ϕ and ψ, satisfies exec(a,ϕ,ψ). That is, we are guaranteed that, after initiation of a in a state in which ϕ holds, ψ will hold at the completion of execution. If ψ is the strongest condition for which we can prove that this holds, we shall call ψ the strongest provable postcondition of a

²Note that plan specialization operators are not the same as plan composition operators, although often there is a correspondence between the two. The former operators map partial plans into more specific plans; the latter map some tuple of plans into a composite plan.
with respect to \( \phi \). We can similarly define the \textit{weakest provable precondition} of \( a \) with respect to \( \psi \) to be the weakest condition \( \phi \) that guarantees that \( \psi \) will hold if \( a \) is initiated in a state in which \( \phi \) holds. Analogously, we can apply these terms to actions as well as plans.

Let's now consider how we could form a plan to achieve a goal \( \psi \), starting from an initial world in which \( \phi \) holds. That is, we are required to find a plan \( p \) that satisfies \( \text{exec}(p, \phi, \psi) \). For any primitive plan element \( a \), this condition will be satisfied for \( p \) if:

1. \( p = \text{NIL} \) and \( \forall s. \ holds(\phi, s) \supset holds(\psi, s) \).
2. \( p = a ; q \), where \( q \) satisfies \( \text{exec}(q, \gamma, \psi) \) and \( \gamma \) is the strongest provable post-condition of \( a \).
3. \( p = q ; a \), where \( q \) satisfies \( \text{exec}(q, \phi, \gamma) \) and \( \gamma \) is the weakest provable pre-condition of \( a \) and \( \psi \).
4. \( p = q_1 ; a ; q_2 \), where, for some \( \gamma_1 \) and \( \gamma_2 \), \( a \) satisfies \( \text{exec}(a, \gamma_1, \gamma_2) \), \( q_1 \) satisfies \( \text{exec}(q_1, \phi, \gamma_1) \), and \( q_2 \) satisfies \( \text{exec}(q_2, \gamma_2, \psi) \).

Case (1) simply says that, if the goal condition is already satisfied, we need not plan anymore, i.e., the empty plan (NIL) will do. Now consider case (2). Let's say that we are guaranteed that, if we execute some primitive plan \( a \) in a state in which \( \phi \) holds, \( \gamma \) will be true in the resulting state. Thus, if the plan begins with the element \( a \), the rest of the plan must take us from a state in which \( \gamma \) is true to one in which \( \psi \) is true. We can take \( \gamma \) to be any condition that is guaranteed to hold after the execution of \( a \) but, to spare ourselves from planning for situations that cannot possibly occur, it is best to take \( \gamma \) to be the strongest of these conditions. Thus, case (2) amounts simply to forward-chaining from the initial state and is usually called \textit{progression}. Case (3) is similar to case (2), except that we chain backward from the goal. It is usually called \textit{regression}; the condition \( \gamma \) is often called the \textit{regressed goal}. Case (4) is tantamount to choosing a primitive plan element somewhere in the middle of the plan, then trying to patch the plan at either end. In fact, case (4) is a generalization of cases (2) and (3).

It is straightforward to construct a simple planner that uses these rules recursively to build a plan. Initially the planner starts with the fully unelaborated plan \( p \), then specializes this plan recursively, applying rules (2), (3), or (4) until, finally, rule (1) can
be applied. Clearly, whether or not a solution is obtained will depend on the choice of rules and the choice of primitive plan elements at each step. The algorithm works for any plan or action representation, requiring only that we be able to determine plan (or action) postconditions and preconditions, as described above. For example, GPS [83] and STRIPS [30] use STRIPS-like action representations and rules (1) and (4), whereas Rosenschein [99] employs dynamic logic to describe the effects of actions and uses rules (1), (2), and (3).

Rather than specify the execution properties of primitive plans alone (using STRIPS or some other variant), it can also be useful to provide information on the execution of partial plans. For example, it may be that going out to dinner and then to the theater results in one being happy, irrespective of the way in which this plan is eventually realized. I have elsewhere [40] called this procedural knowledge, on the grounds that such facts describe properties regarding the execution of certain procedures or plans. Using the reactive planning system PRS (see Section 5.3), Lansky and I show how such procedural knowledge can be used effectively for handling quite complex tasks, such as fault diagnosis on the space shuttle [41] and the control of autonomous robots [42]. The plan operators used in NOAH [101], DEVISER [116], and SIPE [121] (see Section 3.6) also allow the representation of procedural knowledge, although in more restrictive forms.

3.5 Exploiting Commutativity

Unfortunately, simple progression and regression techniques are too inefficient to be useful in most interesting planning problems. But is there anything better we can do? In the worst case, the answer is no -- we simply have to explore all possible action orderings. However, the real world is not always so unkind.

For example, consider that one has a goal of stacking cups on a table and putting books on a bookshelf. It is often possible to construct plans that satisfy each of these component goals without regard to the other, then to combine these plans in some way to achieve the composite goal. (This might not be the case, however, if the cups were initially on the bookshelf or the books strewn randomly atop the table.)

For any two goals, if a plan for achieving one goal does not interfere with a plan to achieve the other goal, we say that the two plans are interference-free [39] or co-
mutative \[84,89\] with respect to these goals.\(^3\) If this condition holds, any interleaving of these plans will satisfy both goals \[39,64\]. Partitioning the problem-solving space in this way can lead to a substantial reduction in the complexity of the problem, as it reduces the number of action orderings that need be considered. The assumption that two given goals can be solved independently (i.e., that the plans constructed for each goal will be interference-free) is known as the strong linearity assumption \[109\].

Unfortunately, in many cases of interest, the plans that are produced for each subgoal turn out not to be interference-free. It may nevertheless be possible to construct plans under the strong linearity assumption and, should they interfere with one another, patch them together in some way so that the desired goals are still achieved. Some early planners (notably HACKER \[109\] and INTERPLAN \[113\]) adopted this approach: they would construct plans that are flawed by interference with one another and then try to fix them by reordering the operations in the plans. These systems backtrack when they find interference; they reorder a couple of subgoals and then start planning to achieve them in the new order. However, this can be inefficient and is somewhat restricted in the class of problems that can be solved \[117\].

Waldinger \[117\] developed a more general planning method that, in forming a plan for a particular subgoal, took account of the constraints imposed by the subplans for previously solved subgoals. That is, he first constructs a plan to achieve one of the subgoals, without regard to any others. He then tries to achieve the next subgoal while maintaining the constraints imposed by the first plan. In particular, the first subgoal and its regressed conditions, as obtained from the initial plan, become goals of maintenance that must be satisfied by the new plan. These goals of maintenance are usually called protected conditions.

Kowalski \[56\] and Warren \[118\] follow essentially the same approach as Waldinger. Kowalski also examines ways of improving the efficiency of planning by combining regression and progression in various ways. However, none of these methods is complete (that is, none guarantees to find a solution if one exists), primarily because they match the regressed goals with the initial state prematurely. This deficiency was corrected by Pednault, who presents perhaps the most advanced version of this technique \[89\].

\(^3\)In fact, these two notions are not identical. Plans that are interference free with respect to particular goals need not be commutative, and vice versa.
The foregoing approaches can be used with any sufficiently expressive action representation. Warren restricts himself to a simple STRIPS-like representation. An extended form of the STRIPS assumption is embedded in both the Waldinger and Kowalski systems. This, however, is not dealt with adequately by either author, so that the semantics of their action representations is not made clear. For example, Waldinger simply states that he uses "a default rule stating that, if no other regression rule applies, a given relation is assumed to be left unchanged by [the] action." This leads to serious semantic difficulties [95]. Kowalski [56] introduces a predicate \textit{Diff}, the truth value of which is determined according to the \textit{syntactic} structure of the terms that appear as arguments. Again the meaning of this is unclear. Pednault [89], on the other hand, uses an extended form of the STRIPS representation that does have a well-defined semantics.

For techniques that aim to exploit commutativity, it is clearly desirable that any composite goals be decomposed into maximally independent subgoals. However, unless one introduces some notion of independence (see Section 4.2), such decompositions are not possible to determine. In fact, all existing planners decompose composite goals on the basis of their \textit{syntactic} structure alone, rather than on any properties of the domain itself. The reason that this often appears to work is probably a result of the way the predicates chosen to represent the world reflect some kind of underlying independence that has not been made explicit. For example, given the composite goal of stacking cups on the table and books on the bookshelf, one possible decomposition is into two subgoals, one of which is to stack half the cups and half the books and the other to stack the remainder of the cups and books. Clearly, in most situations, this turns out to be a poor decomposition of the composite goal; that most planners don't make this decomposition is simply a result of fortuitous choice of domain predicates. However, there are some cases in which this decomposition actually is the best one; for example, when half the cups are stored together with half the books in one container and the rest of the cups and books in another container.

3.6 Improving Search

The techniques outlined above provide only a limited number of plan specialization and modification operators and apply only to those cases in which the goal descriptions (plan specifications) consist of a \textit{conjunction} of simpler goal conditions. Furthermore,
these operators are such that their application always results in a linear ordering of primitive plan elements. They are thus often called linear planners.

However, the search can often be improved by deferring decisions on the ordering of plan elements until such decisions are forced; by that time, we could well have acquired the information we need to make a wise choice. This is the technique adopted by the so-called nonlinear planners. These planners allow the partial plans formed during the search to be arbitrary partial orders over plan elements. Thus, instead of arbitrarily choosing an ordering of plan elements, they are left unordered until some conflict is detected among them, at which time some ordering constraint is imposed to remove the conflict. Nonlinear planners therefore do not have to commit themselves prematurely to a specific linear order of actions and can get by with less backtracking than otherwise. Examples of such planners include NOAH [101], NONLIN [110], DEVISER [116], and SIPE [121].

Another way in which we can defer making decisions that, at some later stage, may have to be retracted, is to allow the individuals (objects) that appear in a plan to be partially specified. This can be achieved by accumulating constraints on the properties that these individuals must satisfy, and by deferring the selection of any particular individual as long as possible [105,121]. For example, we may know that, to perform a certain block-moving action, the block being moved must weigh under five pounds. Instead of selecting a particular block that meets this constraint, we instead just post that constraint on the value of the logical variable denoting the block. Later, if we discover that the block should be red as well, we can then attempt to select a block that meets both requirements. This technique can be easily implemented by associating a list of constraints with each such variable and periodically checking these constraints for consistency. Mutual constraints among variables may be similarly handled.

Efficiency can often be further improved by introducing additional plan specialization and plan modification operators. Most nonlinear planners provide a great variety of such operators. For a restricted class of problems, Chapman [13] and Pednault [89] furnish a complete set of plan specialization and modification operators, and prove soundness and completeness for their systems. They also provide a good review of the techniques and failings of other nonlinear planners. Chapman also analyzes the complexity of various classes of these planners. Of course, these planners are no more efficient than their linear counterparts in the worst case.
3.7 Hierarchical Planners

The major disadvantage of the planners discussed so far is that they do not distinguish between activities that are critical to the success of the plan and those that are merely details. As a result, these planners can get bogged down in a mass of minutiae. For example, in planning a trip to Europe, it is usually a waste of time to consider, prior to sketching an itinerary, the purchase of tickets or the manner of travelling to the airport.

The method of hierarchical planning is first to construct an abstract plan in which the details are left unspecified, and then to refine these components into more detailed subplans until enough of the plan has been elaborated to ensure its success. The advantage of this approach is that the plan is first developed at a level at which the details are not computationally overwhelming.

For an approach to be truly hierarchical, we require that the abstract planning space be a homomorphic image of the original (ground) problem. Let us assume we have some function \( g \) that maps partial plans in the ground problem space into partial plans in the abstract space. Also, for any plan composition operator \( C \) in the ground space, let \( C' \) be the corresponding composition operator in the abstract space. Then, if \( p_1 \) and \( p_2 \) are partial plans in the ground space, we require that

\[
g(C(p_1, p_2)) = C'(g(p_1), g(p_2))
\]

This simply captures the fact that the abstraction should preserve the structure of the original problem.

These requirements ensure that if we find a solution at the ground level there will exist a corresponding solution at the abstract level. Furthermore, they ensure that any plan constructed at the abstract level will be composed of plan elements that can be solved independently of one another at the lower levels of abstraction. Indeed, it is in this manner that the complexity of the problem is factored. The method can be extended to multiple levels of abstraction in a straightforward way.

There have been a number of attempts to devise hierarchical planning systems. The system ABSTRIPS [100] induced appropriate homomorphisms by neglecting the predicates specifying details of the domain and only retaining the important ones. Thus, for example, in determining how to get from Palo Alto to London, the predicates
describing the possession of plane tickets or the relative location of, say, Palo Alto to San Francisco airport may be initially neglected. This simplifies planning the global itinerary, leaving the details of how to collect the plane tickets and how to travel from home to the airport to be determined at lower levels of abstraction. Rosenschein [99] describes another hierarchical planning method in which the homomorphism between levels is given by the relationship between primitive plan elements, at the one level, and elaborated plans at the next lower level – what Rosenschein describes as the relation of being “correctly implemented.”

Unfortunately, the notion of hierarchical planning is confused in much of the AI literature. In particular, there is considerable misunderstanding about the requirement that the problems at lower levels of abstraction be independently solvable. This does not mean that the plans formed at the lower levels of abstraction must be independent of the features of other plans formed at these levels. The important point is that any features upon which these plans may mutually depend should be reflected at the higher abstraction levels (i.e., be retained by the homomorphic mapping $g$). This ensures that any interactions are taken into account in the abstract space and the lower levels can pursue their planning independently of one another. Of course, this approach only works if the number of features that have to be reflected at the higher levels is considerably smaller than the number of features that the lower levels must deal with in their planning.

For example, it may be that a certain stove can only accommodate two saucepans at a time. In planning the overall preparation of a meal, it is important that this information be retained. In this way, the plan formed at the abstract level can account for the potential interference between thecookings of various dishes, and thecookings themselves can then be separately and independently planned. The resource mechanism used in SIPE [121] serves exactly this purpose.

Most hierarchical planners (e.g., ABSTRIPS [100] and Rosenschein’s hierarchical planner [99]) first form an abstract plan and only then consider construction of the lower level plans. Steffik [105], on the other hand, describes an approach in which the planning at the lower levels of abstraction may proceed before the abstract plan is fully elaborated. This is achieved by allowing the abstract plan to be partial with respect to the values of certain critical variables and letting the lower level plans post global constraints on these values (although he describes this process somewhat differently). In this way, planning need not proceed top-down – from the abstract space to the
lower-level spaces – but rather can move back and forth between levels of abstraction.

The plan specialization operators used in some of the nonlinear planners (such as NOAH [101], NONLIN [111], SIPE [121], and DEVISER [116]) also allow planning at higher levels of abstraction prior to concentrating on the finer details of a plan. However, these planners are not strictly hierarchical. The difficulty is that, even if all the subplans produced at lower levels of abstraction are successful (i.e., satisfy the plan constraints imposed by the higher levels of abstraction), it may still not be possible to combine them into a solution of the original problem [99]. Furthermore, the potential for global interactions is dependent on arbitrarily fine details of the lower level solutions, and the advantages of hierarchy are thus largely lost. There are also difficulties in the way that the STRIPS assumption manifests itself in planning at the higher levels of abstraction; Wilkins [122] discusses this problem in more detail and offers a solution.

3.8 Other Planning Techniques

The planning techniques we have discussed so far are all domain independent, in the sense that the representation schemes and reasoning mechanisms are general and can be applied to a variety of problem domains. However, in many cases, techniques specific to the application may be preferable. Many such specialized planning systems have been developed, mostly concerned with robotic control, navigation, and manipulation. For example, Gouzenes [43] has investigated techniques for solving collision-avoidance problems, Brooks [9] considers planning collision-free motions for pick-and-place operations, and Myers [82] describes a collision-avoidance algorithm suited to multiple robot arms operating concurrently. Krogh and Thorpe [58] have combined algorithms for path planning and dynamic steering control into a scheme for real-time control of autonomous vehicles in uncertain environments, and Kuan [59] describes a hierarchical method for spatial planning. Lozano-Perez [68] was one of the first researchers to demonstrate the utility of changes of representation in spatial planning. McDermott and Davis [77] describe an approach to path planning in uncertain surroundings, and Brooks [11] has devised a symbolic map representation whose primitives are suited to the task of navigation and that is explicitly grounded on the assumption that observations of the world are approximate and control is inaccurate.

In many applications, it is necessary to plan not only to achieve certain conditions
in the world but also to acquire information about the world. Relatively little work has been done in this area. Both Moore [80] and Morgenstern [81] propose to treat this problem by explicitly reasoning about the knowledge state of the planning agent. In such a framework, a test is viewed as an action that increases the knowledge of the agent, and can be reasoned about in the same way as other actions. In many cases, however, we can get by with a much simpler notion of a test. For example, Manna and Waldinger [69] allow a set of primitive tests to be specified directly and utilize these in forming conditional plans. Lansky and I [40] represent tests simply as plans that are guaranteed to fail if the condition being tested is false at the moment of plan initiation. In this manner, plans involving complex tests can be constructed without having to reason about the knowledge state of the planner.

Sometimes, one must be able to reason explicitly about units of time and the expected duration of events. For example, in planning the purchase of a used car, it may be necessary to know that the bank closes at 3 pm, and that the time taken to travel to the bank is about 15 minutes, depending on traffic density. Furthermore, it is often necessary to reason about the probabilities of event occurrences and the likelihood of future situations. Some initial work in these areas can be found in references [7,22,24,33,116,119].

3.9 Planning and Scheduling

The problem of scheduling can be considered a special case of the planning problem. Essentially, one has a set of activities to carry out while satisfying some set of goal and domain constraints. Unlike the aforementioned planning problems, however, these activities are usually completely detailed, requiring no means-ends analysis. The question is how to put these activities together while maintaining whatever constraints are imposed by the problem domain. These constraints usually concern the availability of resources (such as a certain machine being available to perform one activity at a time) and timing requirements (such that a certain plan must be completed by a specified time). More often than not, the problem involves more than one agent and therefore is really a special case of the multiagent planning problem discussed in Section 4.

The class of problems considered by scheduling systems, moreover, often goes beyond those handled by traditional planning systems. For example, the domain constraints are often much richer than those considered by traditional planning systems.
In addition, one usually wants an optimal or nearly optimal solution. Furthermore, many of the goals and constraints are soft; that is, while it is desirable that they be met, they can be relaxed if necessary (at a certain cost). Thus, scheduling requires some kind of cost-benefit analysis to determine the optimal solution.

There are various standard mathematical techniques for solving scheduling problems. However, the combinatorics encountered makes them unsuitable for most real-world applications, especially when rescheduling is involved. On the other hand, there have been few attempts in AI to tackle this challenge. Fox [33] has developed a number of systems for handling a broad range of scheduling constraints, and has explored the use of special heuristics to constrain the search. As yet, however, the general principles underlying this work remain to be examined [32].

3.10 Operator Choice and Metaplanning

As more and more plan specialization operators are introduced, one is faced with the problem of when (i.e., in which order) to apply them. There are various ways of handling this problem. The simplest, and most common, is to specify some particular order and embed this directly in the planning algorithm. Another approach is to specify, for each operator, the conditions under which it should be used. The operators are then invoked (triggered) nondeterministically, depending on the current state of the planner. These techniques are usually called opportunistic planners [52].

Alternatively, one can consider the problem of how to go about constructing a plan (which operators should be expanded next, which goal to work on, how to decompose a goal, when to backtrack, how to make choices of means to a given end, etc.) as itself a problem in planning. One could thus provide rules describing possible planning methodologies and let the system determine automatically, for each particular case, the best way to go about constructing a plan. This kind of approach is often referred to as metaplanning [21,34,40,106,120]. The obvious problem with metaplanning is to ensure that the time saved in better constraining the search is not lost in reasoning about how to achieve this focus of effort.

Metaplanning can be viewed as describing or axiomatizing the process of planning. In its fullest generality, it could involve the synthesis of metalevel plans based on the properties of basic metalevel actions [106]. However, metaplanning is rarely used in this general way. Rather, the metalevel axiomatization usually serves as a convenient
way to describe various planning strategies to some generic planning system, without hardwiring them into the interpreter. Thus, for example, to have the system construct plans in some manner, one would simply provide the system with an axiomatization of that particular planning technique. In addition, we can in this way describe plan specialization and modification operators that are intended specifically for certain domains.

4 Multiagent Domains

Most real worlds involve dynamic processes beyond the control of an agent. Furthermore, they may be populated with other agents – some cooperative, some adversarial, and others who are simply disinterested. The single-agent planners we have been considering are not applicable in such domains. These planners cannot reason about actions that the agent has no control over and that, moreover, may or may not occur concurrently with what the agent is doing. There is no way to express nonperformance of an action, let alone to reason about it.

We therefore need to develop models of actions and plans that are different from those we have previously considered. We need theories of what it means for one action to interfere with another. Many interactions are harmful, leading to unforeseen consequences or deadlock. Some are beneficial, even essential (such as lifting an object by simultaneously applying pressure from both sides). We should be able to state the result of the concurrence of two events or actions. We need to consider cooperative planning, planning in the presence of adversaries, and how to form contingency plans. In addition, we shall require systems capable of reasoning about the beliefs and intentions of other agents and how to communicate effectively both to exchange information and to coordinate plans of action. Furthermore, these systems will sometimes need to infer the beliefs, goals, and intentions of other agents from observation of their behaviors.

4.1 Action Representations

Multiagent domains are those having the potential for concurrent activity among multiple agents or other dynamic processes. The entities introduced in earlier sections – world states, histories, fluents, actions, events, and plans – can also form the basis for
reasoning in these domains. However, most of the simplifying assumptions we made for handling single-agent domains cannot be usefully employed here. In particular, it is not possible to consider every action as a relation on states, as the effects of performing actions concurrently depends on what happens during the actions [37,90]. For example, in a production line making various industrial components, it is important to know what machines are used during each activity so that potential resource conflicts can be identified.

In addition, we need more powerful and expressive formalisms for representing and reasoning about world histories. For example, we should be able to express environmental conditions such as “The bank will stay open until 3pm” and “If it rains overnight, it will be icy next morning.” Similarly, we have to be able to reason about a great variety of goals, including goals of maintenance and goals satisfying various ordering constraints [90].

As before, we can take an event type to be a set of state sequences, representing all possible occurrences of the event in all possible situations [4,36,75,76,90]. Unlike single-agent domains, however, the set of behaviors associated with a given event must include those in which other events occur concurrently or simultaneously with the given event. For example, the event type corresponding to “John running around a track three times” must include behaviors in which other events (such as the launch of the space shuttle, it being raining, or John being accompanied by other runners) are occurring concurrently.

One possible approach is to approximate concurrent activity by using an interleaving approximation [39,37,88]. This renders the problem amenable to the planning techniques that are used for single-agent domains. However, it is not possible to model simultaneous events using such an approach, which limits its usefulness in some domains.

Another approach to reasoning about multiagent domains is to extend the situation calculus to allow reasoning about world histories and simultaneous events. I show elsewhere [36] how this can be done by introducing the notion of an atomic event, which can be viewed as an instantaneous transition from one world state to another. Atomic events cannot be modeled as functions on world state, as it would then be impossible for two such events to occur simultaneously (unless they had exactly the same effect on the world). Given this perspective, the transition relation of an atomic
event places restrictions on those world relations that are directly affected by the event but leaves most others to vary freely (depending upon what else is happening in the world). This is in contrast to the classical approach, which views an event as changing some world relations but leaving most of them unaltered.

I also introduce a notion of independence to describe the region of influence of given events. This turns out to be critical for reasoning about the persistence of world properties and other issues that arise in multiagent domains. Indeed, what makes planning useful for survival is the fact that we can structure the world in a way that keeps most properties and events independent of one another, thus allowing us to reason about the future without complete knowledge of all the events that could possibly be occurring.

McDermott [76] provides a somewhat different formalism for describing multiagent domains, although the underlying model of actions and events is essentially as described above. Perhaps the most important difference is that world histories are taken to be dense intervals of states, rather than sequences; that is, for any two states in any given world history, there always exists a distinct state that occurs between them. The aim of this extension is to allow reasoning about continuous processes and may also facilitate reasoning about hierarchical systems.

Allen and Pelavin [49] introduce yet another formalism based on a variation of this model of actions and events. The major difference is that fluents are viewed as functions on intervals of states, rather than as functions on states. Thus, in this formalism, holds(raining,i) would mean that it is raining over the interval of time i, which might be, for example, some particular time period on some specific day. The aim is that, by using intervals rather than states, we obtain a more natural and possibly more tractable language for describing and reasoning about multiagent domains. A similar approach has been developed by Kowalski and Sergot [57].

Note that in these interval-based calculi, world states, per se, need not be included in the underlying model — indeed, intervals become the basic entities that appear in world histories. The ways intervals relate to one another are more complex than for states, however. Whereas, in a given world history, states can only either precede or succeed one another, intervals can also meet, contain, and overlap one another in a variety of ways. Some work on formalizing the interval calculus and its underlying models can be found in references [3,57,60,61,90,102,115].
Yet another approach is suggested by Lansky [62], who considers events as primitive and defines state derivatively in terms of event sequences. Properties that hold of world states are then restricted to being temporal properties of event sequences. For example, one might identify the property “waiting for service” with the condition that an event of type “request” has occurred and has not been followed by an event of type “serve”. Lansky uses a temporal logic for expressing general facts about world histories and, in part, for reasoning about them also.

4.2 Causality and Process

One problem I have not yet addressed is the apparent complexity of the axioms that describe the effects of actions. For example, while it might seem reasonable to state that the location of block B is independent of the movement of block A, this is simply untrue, as everyone knows, in most interesting worlds. Whether or not the location of B is independent of the movement of A will depend on a host of conditions, such as whether B is in front of A, on top of A, atop A but tied to a door, and so on.

One way to solve this problem is by introducing a notion of causality.\footnote{Although it might appear that the notion of causality also arises in single-agent domains, there seems little point in developing a theory of causality suited to such worlds. The power of causal reasoning lies in describing the properties of dynamic environments in which the actions of an agent may affect or initiate actions by other agents or processes.} Two kinds of causality suggest themselves: one in which an event causes the simultaneous occurrence of another event; the other in which an event causes the occurrence of a subsequent event. These two kinds of causality suffice to describe the behavior of any procedure, process, or device that is based on discrete (rather than continuous) events.

For example, we might have a causal law to express the fact that, whenever a block is moved, any block atop it and not somehow restrained (e.g., by a string tied to a door) will also move. According to this view, causation is simply a relation between atomic events that is conditional on the state of the world at the time of the events. Causation must also be related to the temporal ordering of events; for example, one would want to assume that an event cannot cause another event that precedes it. Various treatments of causality can be found in several sources [4,62,76,103]. Most of these view causality as a simple relation between events; Shoham [104], however, takes a radical view and defines causality in terms of the knowledge state of the agent. Wilkins [124] indicates
how causal laws could be used effectively in traditional planning systems.

It is often convenient to be able to reason about groups of causally interrelated events as single entities. Such groupings of events, together with the causal laws that relate them to one another, are usually called processes (although Allen [4] uses the term quite differently). For example, we might want to amalgamate the actions and events that constitute the internal workings of a robot, or those that pertain to each component in a complex physical system. A machine (or agent) together with a plan of action may also be viewed as a special kind of process.

Charniak and McDermott [14] examine how everyday processes may be reasoned about. For example, they consider the problem of reasoning about the filling of a bathtub, and how we can infer that it will eventually fill up if the tap is turned on (and the plug not pulled). However, they do not indicate how to provide an adequate formalism for describing such processes, particularly with regard to their interaction with other, possibly concurrent processes.

Indeed, the strength of the concept of process derives from the way the interaction among events in different processes is strictly limited. Surprisingly, there has been little work in AI in this direction, although similar notions have been around for a long time. For example, Hayes [51] describes the situation in which two people agree to meet in a week. They then part, one going to London and the other remaining in San Francisco. They both lead eventful weeks, each independently of the other, and duly meet as arranged. To describe this using world states, we have to say what each of them is doing just before and just after each noteworthy event involving the other. As Hayes remarks, this is clearly silly.

One approach to this problem is to specify a set of processes and classify various events and fluents as being either internal or external with respect to these processes [36,63]. If we then require that there be no direct causal relationship between internal and external events, the only way the internal events of a given process can influence external events (or vice versa) is through indirect causation by an event that belongs to neither category. Within the framework of concurrency theory, these intermediary events (more accurately, event types) are often called ports. Processes thus impose causal boundaries and independence properties on a problem domain, and can thereby substantially reduce combinatorial complexity [36,63].

The identifiability of processes depends strongly on the problem domain. In stan-
dard programming systems (at least those that are well structured), processes can be
used to represent scope rules and are fairly easy to specify. In complex physical systems,
it is often the case that many of the properties of one subsystem will be independent
of the majority of actions performed by other subsystems; thus these subsystems nat-
urally correspond to processes as defined here. Lansky [63,62] gives other examples in
which processes are readily specified. In other situations, such specification might be
more complicated. Moreover, in many real-world situations, dependence will vary as
the spheres of influence and the potential for interaction change over time [51].

If we are to exploit the notion of process effectively, it is also important to define
various composition operators and to show how properties of the behaviors of the com-
posite processes can be determined from the behaviors of their individual components.
For example, we should be able to write down descriptions of the behaviors of individ-
ual agents and, from these descriptions, deduce properties of groups of agents acting
concurrently. We should not have to consider the internal behaviors of each of these
agents to determine how the group as a whole behaves. The existing literature on
concurrency theory [53,78] provides a number of useful composition operators, though
this area remains to be explored [36].

4.3 Multiagent Planning

Despite the variety of formalisms developed for reasoning about multiagent domains,
relatively few planning systems have been fully implemented. Allen and Koomen [5]
describe a simple planner, based on a restricted form of interval logic [4]. While
this technique is effective for relatively simple problems, it is not obvious that the
approach would be useful in more complex domains. Furthermore, the semantics of
their action representation is unclear, particularly with respect to the meaning of
concurrent activity. Kovalski and Sergot [57] also describe systems for reasoning about
events based on interval calculi. Again, it appears that the class of problems that can
be considered is limited; however, these techniques appear adequate for a large range
of dynamic database applications.

Another issue concerns how separate plans can be combined in a way that avoids
interference among the agents executing the plans. In such a setting, one could imagine
a number of agents each forming their own plans and then, after communicating their
intentions (plans) to one another or a centralized scheduler, modifying these to avoid
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interference. To solve this problem, it is necessary to ascertain, from descriptions of the actions occurring in the individual plans, which actions could interfere with one another and in what manner [39]. After this has been determined, a coordinated plan that precludes such interference must then be constructed. This plan can be formed by inserting appropriate synchronization actions (interagent communications) into the original plans to ensure that only interference-free orderings will be allowed [37]. Stuart [108] formalized this approach and implemented a synchronizer based on techniques developed by Wolper and Manna [70].

As the above work shows, the notion of intending or committing to a course of behavior is an important cooperative principal. Some researchers have investigated how multiple agents can cooperate and resolve conflicts by reasoning locally about potential payoffs and risks [96,98]. Other research has focused on the use of global organizational strategies for coordinating the behavior of agents operating asynchronously [17]. Another interesting development is the work of Durfee, Lesser, and Corkhill [27] on distributed analysis of sensory information. They show that, by reasoning about the local plans of others, individual tracking agents can form partial global plans that lead to satisfactory performance even in rapidly changing environments. Reasoning about communication is discussed by Rosenschein [97] and Cohen and Levesque [16].

Lansky [62] has developed a multiagent planner that exploits causal independencies. Unlike the approaches described above, constraints between events have to be specified explicitly. However, the system accommodates a wide class of plan synchronization constraints. Also, the process of plan synchronization is not limited to a strategy of planning to separately achieve each component task and then combining the results. Instead, a more general, adaptable strategy is used that can bounce back and forth between local (i.e., single-agent) and global (multiagent) contexts, adding events where necessary for purposes of synchronization. Planning loci can be composed hierarchically or even overlap.

5 The Frame Problem

Although the so-called frame problem has been regarded as presenting a major difficulty for reasoning about actions and plans, there is still considerable disagreement over what it actually is. Some researchers, for example, see the problem as largely
a matter of combinatorics \cite{74,95}; others view it as a problem of reasoning with incomplete information \cite{76}; and yet others believe it relates to the difficulty of enabling systems to notice salient properties of the world \cite{49}. I shall take the problem to be simply that of constructing a formulation in which it is possible to readily specify and reason about the properties of events and situations. This gives rise to at least five related subproblems, which I discuss below.

The first of these is what I shall call the \textit{combinatorial problem}. While it does not appear too difficult to give axioms that describe the \textit{changes} wrought by some given action, it seems unreasonable to have to write down axioms describing all the properties \textit{unaffected} by the action. Axioms of the latter kind are usually called \textit{frame axioms} \cite{74} and, in general, they need to be given (or, at least, be \textit{deducible}) for all property-action pairs. (Note that I use “unaffected” rather than “unchanging.” This is an important distinction if we want to allow for concurrent events, as in most real-world domains.) The real problem here is to avoid explicitly writing down (or having to reason with) all the frame axioms for every property-action pair. Most solutions to this problem attempt to formalize some closed-world assumption regarding the specification of these dependencies.

As McCarthy was the first to observe \cite{72}, two further problems arise as a result of the fact that specifying the effects of actions is usually subject to qualification. The first sort of qualification has to do with the conditions under which the action effects certain \textit{changes} in the world. This is what I call the \textit{precondition qualification} problem (also variously called the intra-frame problem \cite{103} and, simply, the qualification problem \cite{72}). The second sort of qualification concerns the extent of influence of the action (or what remains \textit{unaffected} by the action). I call it the \textit{frame qualification} problem (also called the inter-frame problem \cite{103} and the persistence problem \cite{76}). Let me give examples of these two kinds of qualification.

First, consider that we are trying to determine what happens if Mary fires a loaded gun [at point-blank range] at Fred \cite{46}. Given such a scenario, we should be able to derive, without having to state a host of qualifications, that Fred dies as a result of the shooting. However, if we then discover that (or are given an extra axiom to the effect that) the gun was loaded with a blank round, the conclusion (that Fred dies) should be defeasible – i.e., we should be able to accommodate the notion of Fred’s possibly being alive after the firing. This is the \textit{precondition qualification} problem. Most solutions to this problem aim to formalize the rule: “These are the only \textit{preconditions} that matter
as far as the performance of the action is concerned, unless it can be shown otherwise.”

As an example of the frame qualification problem, consider the point at which Mary loads the gun prior to firing it at Fred. All things being equal, it should be possible to derive that Fred’s state of being is unaffected by loading the gun. However, if we discover that Fred actually died while the gun was being loaded, it should be possible (without changing the theory, except for the additional axiom about the time of Fred’s death) to accommodate this without inconsistency and, if desired, to derive other theorems about the resulting situation. Most solutions to this problem attempt to formalize the rule thus: “These are the only effects of the action (given the preconditions), unless it can be shown otherwise.” Solutions to this last problem often provide a solution to the combinatorial problem; the two problems, however, are clearly distinct.

The fourth problem concerns the ability to write down certain axioms of invariance regarding world states. Following Finger [31], I shall call this the ramification problem. For example, I should be able to formulate an axiom stating that everyone stops breathing when they die. Then I should be able to state that the effect of shooting a loaded gun at Fred results in his death without having to specify that it also results in cessation of his breathing. This latter effect of the shooting action should be inferable from the first axiom describing the consequences of dying. This seems straightforward, but a problem arises from the fact that such axioms can complicate the solution of the previous problems.

The fifth problem, which I call the independence problem, arises primarily in multi-agent domains. In a dynamic world, or one populated with many agents, we want our solutions to allow for the independent activities of other agents. Most importantly, we do not want to have to specify explicitly all the external events that might occur. But if we leave the occurrence of such events unspecified, we do not want a solution to the previously mentioned problems to overcommit us to a world in which these events are thereby assumed not to have occurred.

There are a great variety of approaches to these problems, including the use of default logics [95]; nonmonotonic logics [76]; consistency arguments [24]; minimization of the effects of actions [68], abnormalities [71], event occurrences [38], and ignorance [103]; and some ad hoc devices [50]. All can be viewed as metatheories regarding the making of appropriate assumptions about the given problem domain [93]. This kind of
reasoning will necessarily be nonmonotonic: in the light of additional evidence, some assumptions may need to be withdrawn, together with any conclusions based on those assumptions.

There are, however, serious difficulties in providing an acceptable semantics for many of these approaches [50,95] and many don't yield the intended results [46]. Furthermore, it is not clear how to implement most of these schemes efficiently. Reference [12] contains a collection of the most recent papers regarding this issue.

6 Embedded Systems

Of course, the ability to plan and reason about actions and plans is not much help unless the agent doing the planning can survive in the world in which it is embedded. This brings us to perhaps the most important and also most neglected area of planning research – the design of systems that are actually situated in the world and that must operate effectively given the real-time constraints of their environment.

6.1 Execution Monitoring Systems

Most existing architectures for embedded planning systems consist of a plan constructor and a plan executor. As a rule, the plan constructor plans an entire course of action before commencing execution of the plan [30,116,123]. The plan itself is usually composed of primitive actions – that is, actions that are directly performable by the system. The rationale for this approach, of course, is to ensure that the planned sequence of actions will actually achieve the prescribed goal. As the plan is executed, the system performs the primitive actions in the plan by calling various low-level routines. Usually, execution is monitored to ensure that these routines achieve the desired effects; if they do not, the system may return control to the plan constructor so that it can modify the existing plan appropriately.

Various techniques have been developed for monitoring the execution of plans and replanning upon noticing potential plan failure [30,123]. The basis for most of these approaches is to retain with the plan an explicit description of the conditions that are required to hold for correct plan execution. Throughout execution, these conditions are periodically checked. If any condition turns out to be unexpectedly false, a replanning
module is invoked. This module uses various plan modification operators to change the plan, or returns to some earlier stage in the plan formation process and attempts to reconstruct the plan given the changed conditions.

However, in real-world domains, much of the information about how best to achieve a given goal is acquired during plan execution. For example, in planning to get from home to the airport, the particular sequence of actions performed depends on information acquired on the way — such as which turnoff to take, which lane to get into, when to slow down and speed up, and so on. Traditional planners can only cope with this uncertainty in two ways: (1) by building highly conditional plans, most of whose branches will never be used, or (2) by leaving low-level tasks to be accomplished by fixed primitive operators that are themselves highly conditional (e.g., the intermediate level actions (ILAs) used by SHAKEY [85]). The first approach only works in limited domains — the environment is usually too dynamic to anticipate all possible contingencies. The second approach simply relegates the problem to the primitive operators themselves, and does not provide any mechanism by which the higher-level planner can control their behavior.

To overcome this problem, at least in part, there has been some work on developing planning systems that interleave plan formation and execution [20,26]. Such systems are better-suited to real worlds than the kind of systems described above, as decisions can be deferred until they have to be made. The reason for deferring decisions is that an agent can only acquire more information as time passes; thus, the quality of its decisions can only be expected to improve. Of course, there are limitations resulting from the need to coordinate activities in advance and the difficulty of manipulating large amounts of information, but some degree of deferred decision-making is clearly desirable.

### 6.2 Reactive Systems

Real-time constraints pose yet further problems for traditionally structured systems. First, the planning techniques typically used by these systems are very time consuming. While this may be acceptable in some situations, it is not suited to domains where replanning is frequently necessary and where system viability depends on readiness to act. In real-world domains, unanticipated events are the norm rather than the exception, necessitating frequent replanning. Furthermore, the real-time constraints of
the domain often require almost immediate reaction to changed circumstances, allowing insufficient time for this type of planning.

A second drawback of traditional planning systems is that they usually provide no mechanisms for responding to new situations or goals during plan execution, let alone during plan formation. Indeed, the very survival of an autonomous system may depend on its ability to react quickly to new situations and to modify its goals and intentions accordingly. These systems should be able to reason about their current intentions, changing and modifying these in the light of their possibly changing beliefs and goals. While many existing planners have replanning capabilities, none have yet accommodated modifications to the system's underlying set of goal priorities.

Finally, traditional planners are overcommitted to the planning strategy itself - no matter what the situation, or how urgent the need for action, these systems always spend as much time as necessary to plan and reason about achieving a given goal before performing any external actions whatsoever. They do not have the ability to decide when to stop planning, nor to reason about the trade-offs between further planning and longer available execution time. Furthermore, these planners are committed to a single planning technique and cannot opt for different methods in different situations. This clearly mitigates against survival in the real world.

Even systems that interleave planning and execution are still strongly committed to achieving the goals that were initially set them. They have no mechanisms for changing focus, adopting different goals, or reacting to sudden and unexpected changes in their environment.

A number of systems developed for the control of robots have a high degree of reactivity [1,2]. Even SHAKEY [85] utilized reactive procedures (ILAs) to realize the primitive actions of the high-level planner (STRIPS), and this idea is pursued further in some recent work by Nilsson [86]. Another approach is advocated by Brooks [10], who proposes decomposition of the problem into task-achieving units in which distinct behaviors of the robot are realized separately, each making use of the robot's sensors, effectors, and reasoning capabilities as needed. This is in contrast to the traditional approach in which the system is structured according to functional capabilities, resulting in separate, self-contained modules for performing such tasks as perception, planning, and task execution. Kaelbling [55] proposes an interesting hybrid architecture based on similar ideas.
Such architectures could lead to more viable and robust systems than the traditionally structured systems. Yet most of this work has not addressed the issues of general problem-solving and commonsense reasoning; the work is instead almost exclusively devoted to problems of navigation and execution of low-level actions. It remains to extend or integrate these techniques with systems that have the ability to completely change goal priorities, to modify, defer, or abandon current plans, and to reason about what is best to do in light of the current situation.

6.3 Rational Agents

Another promising approach to providing the kind of high-level goal-directed reasoning capabilities, together with the reactivity required for survival in the real world, is to consider planning systems as rational agents that are endowed with the psychological attitudes of belief, desire, and intention. The problem that then arises is specifying the properties we expect of these attitudes, the ways they interrelate, and the ways they determine rational behavior in a situated agent.

The role of beliefs and desires in reasoning about action has a long history in the philosophical literature [18]. However, only relatively recently has the role of intentions been carefully examined [8]. Moreover, there remain some major difficulties in formalizing these ideas. One serious problem is simply to choose an appropriate semantics for these notions. In particular, it is important to take into account the fact that the beliefs, desires, and intentions of an agent are intensional objects rather than extensional ones. For example, someone who does not know that the President of the United States is Ronald Reagan may well desire to meet one but not the other. Halpern [45] provides an excellent collection of papers on reasoning about knowledge and belief. The most serious attempt to formalize some basic principles governing the rational balance among an agent's beliefs, intentions, and consequent actions can be found in the work of Cohen and Levesque [15].

Lansky and I have been largely concerned with means-ends reasoning in dynamic environments, and with the way partial plans affect practical reasoning and govern future behavior [41]. We have developed a highly reactive system, called PRS, to which is attributed attitudes of belief, desire, and intention. Because these attitudes are explicitly represented, they can be manipulated and reasoned about, resulting in complex goal-directed and reflective behaviors. The system consists of a data base
containing current beliefs or facts about the world, a set of current goals or desires to be realized, a set of procedures or plans describing how certain sequences of actions and tests may be performed to achieve given goals or to react to particular situations, and an interpreter or reasoning mechanism for manipulating these components. At any moment, the system also has a process stack, containing all currently active plans, which can be viewed as the system's current intentions for achieving its goals or reacting to some observed situation.

The set of plans includes not only procedural knowledge about a specific domain, but also metalevel plans—that is, information about the manipulation of the beliefs, desires, and intentions of the system itself. For example, a typical metalevel plan would supply a method for choosing among multiple relevant plans, for achieving a conjunction of goals, or for deciding how much more planning or reasoning can be undertaken, given the real-time constraints of the problem domain.

The system operates by first forming a partial overall plan, then figuring out near-term means, executing any actions that are immediately applicable, further expanding the near-term plan, executing further, and so on. At any time, the plans the system intends to execute (i.e., the selected plans) are structurally partial—that is, while certain general goals have been decided upon, specific questions about the means to attain these ends are left open for future reasoning.

Furthermore, not all options that are considered by the system arise as a result of means-end reasoning. Changes in the environment may lead to changes in the system's beliefs, which in turn may result in the consideration of new plans that are not means to any already intended end. For example, the system may decide to drop its current goals and intentions completely, adopting new ones in their stead. This ability is vital in worlds in which emergencies of various degrees of severity can occur during the performance of other, less important tasks.

While the above work attempts to show how means-ends reasoning may be accomplished by systems situated in real-world environments, little research has been done in providing theories of decision making that are appropriate to resource-bounded agents. Researchers in philosophy, as well as decision theory, have long been concerned with the question of how a rational agent weighs alternative courses of action [54]. This work has largely assumed, either explicitly or implicitly, idealized agents with unbounded computational resources. In reality, however, agents do not have arbitrarily long to
decide how to act, for the world is changing around them while they deliberate. If deliberation continues for too long, the very beliefs and desires upon which deliberation is based, as well as the real circumstances of the action, may change. These and related issues are explored by Bratman [8] and Thomason [114]. Dean [23] discusses some methods whereby a planning system can recognize the difficulty of the problems it is attempting to solve and, depending on the time it has to consider the matter and what it stands to gain or lose, produce solutions that are reasonable given the circumstances.

Systems that are situated in worlds populated with other agents also have to be able to reason about the behaviors and capabilities of these other systems. This requires complex reasoning about interprocess communication [6,16], and the ability to infer the beliefs, goals, and intentions of agents from observations of their behavior [91,92]. The challenge remains, however, to design situated planning systems capable of even the simplest kinds of rational behavior.
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