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1 Introduction

When two people talk to each other, they had better both know what they are talking about. This, I hasten to add, is not a condescending directive enjoining nonexperts to keep quiet. It is rather a general rationality constraint on our use of language. We frequently mention things: we may promise to return a book, request that a window be closed, remark that a certain tool is useful, and so on. But, as rational agents, we can expect such speech acts to be successful only if our addressee knows what book, window, or tool is being discussed. Thus the question arises: how do we let our audience know what we are talking about? How, in other words, do speaker and hearer form an agreement as to which entities are the subject of the conversation?

The question seems almost trivial: our hearer is expected to know what we are talking about because it is assumed that he understands the language we use and, moreover, we have already told him what is being discussed. If, say, we are talking about my mother, then I have presumably indicated that fact already by using an appropriate noun phrase, such as “my mother.” Since my addressee understands English, he comprehends that the person I am talking about is my mother. Could anything be simpler?

Nonetheless, the ease with which a native speaker can refer — i.e., indicate what entity is being discussed — is deceptive. Like other mechanisms of language use, referring is easy to do but extremely difficult to explain or simulate (not to mention the problem of really making a computer refer — whatever that is supposed to mean). The case of “my mother” is indeed quite simple because the hearer knows that each and every person in the world has one and only one mother. Thus, the question, “Which of your mothers are you talking about?” never arises. But it is rather surprising that the act of referring is hardly ever that straightforward. “Did you find Maya’s shirt?” my wife asks me, and I know she is talking about the shirt my daughter left in the playground. But my daughter is not the only girl named “Maya” and, besides, my daughter has more than one shirt. My wife’s referring act is therefore successful, even though she never tells me explicitly what shirt she is talking about. In more complex cases, the success of the referring act is even more puzzling: “You know,” I tell my wife while watching a couple at a party, “Jane’s husband seems to be quite a romantic guy.” “He is not her husband, you fool!” my wife answers. She, obviously, knows exactly who I am talking about, and I know that she does despite the fact that what I told her has to do with a different person entirely.

These two simple examples are neither unique nor exceptional. As a matter of fact, we hardly ever tell our hearers explicitly what we are talking about, although we expect them to figure it out. Indeed, in general, we are
very good at providing hearers with just enough information — no more and no less than necessary — to enable them to understand the subject of the conversation. How do we do that? And how can we teach a computer to do it?

The goal of my current research is to outline an answer to this question. Such an answer will ultimately take the form of a computational — i.e., algorithmic — model of referring. However, implementation is not my main concern, and the reader should not expect a blueprint for the construction of a specific system. Rather, my intention is to specify the general principles that ought to be incorporated in any particular implementation. These principles are derived from three methodological tenets The first is that a theory of referring should explain how noun phrases usage is related to objects in the world, not how one use of a noun phrase is related to another. The second is that referring is a speech act. The third principle is that a theoretical account of referring must be firmly anchored in a well-defined, well-defended philosophical framework. In this paper I describe what exactly is meant by these three methodological tenets.

2 Internal and external perspectives

The act of referring is performed through the use and interpretation of noun phrases in a conversation. But we should be careful to distinguish between two perspectives — one internal, the other external with respect to the discourse. From the internal perspective, our main interest is the relation of coreference among symbols. From the external perspective, on the other hand, what interests us is the relation between symbols and the objects they represent (cf. [4, 44-45]). Consider the following exchange between Representative Louis Stokes and Assistant Attorney General Charles J. Cooper during the Iran-Contra hearings:

1 Stokes: And lastly, when you and the Attorney General interviewed Colonel North, he was not under oath at that time, was he?

Cooper: No, he was not.¹

Although neither North nor the Attorney General, nor Cooper himself, was under oath when they met, it is clear that, when Cooper says “No, he was not,” he means North. How do we know that? How is the connection between the expressions “Colonel North” and “he” established? These are the

typical questions that are asked from the internal perspective. The questions that are asked from the external perspective, on the other hand, are different. How is the connection between the expression “Colonel North” and the person North established? What does it take for a hearer to recognize who the Attorney General is? When Stokes says “you,” whom does he mean and how do we know what he means? This is what matters to us from the external perspective. Note that it is entirely possible that a native speaker of English would succeed in matching the expression “Colonel North” with the right occurrence of “he” without understanding at all who Colonel North is. His success must be explained from the internal perspective, his failure from the external one.

It is tempting to identify the internal/external dichotomy with the distinction between linguistic knowledge and world knowledge. This would be a mistake, however, although these types of knowledge may be characterized respectively as “internal” and “external.” For example, the linguistic knowledge that proper names are capitalized in English is important to understanding that “North” stands for the person Oliver North. At the same time, the nonlinguistic (“external”) knowledge to the affect that only when a man is answering questions does it matter whether or not he is under oath plays an important role in interpreting the pronoun “he” in Cooper’s response: since no one else was answering questions in the situation described by Stokes, the query as to whether someone had been under oath must pertain to North. Thus, linguistic knowledge is relevant for explaining the connection between an expression and an object (the external perspective), while world knowledge is often used to disambiguate the anaphoric link of pronouns (the internal perspective). The crucial difference between the two perspectives is this: from the external perspective, the criterion of success for the hearer is correct identification of the object being discussed. From the internal perspective, the criterion of success is the right matching among symbols.²

In the field of artificial intelligence (AI) there is a tendency to blur the distinction between these perspectives — partly, I think, because the external perspective is not well understood or appreciated. In all the natural-language systems with which I am familiar, reference to objects is handled under what may be called the standard-name assumption. According to this assumption, all objects in the domain have standard names that are known

²As Martha Pollack has pointed out to me, a hearer can make the right match between two noun phrases without assuming that both designate the same thing. For example, in “I returned to the house and the door was open” a hearer must be aware that the door is the house door. Note that the inference can be drawn internally, that is, a hearer can deduce the connection without knowing which house is being discussed.
to all participants in the discourse. In such systems, the act of referring is successful when (and only when) the machine associates the right standard name with the noun phrase. For example, if a user types "The screwdriver is broken," referring to the object whose standard name is, say, the constant $S_1$, the referring act succeeds if and only if the machine associates the constant $S_1$ with the expression "The screwdriver." Given this approach to referring, it is easy to ignore the external perspective entirely. Since standard names are simply labels, we tend to take the relation between the standard name and its bearer for granted. All that is left for us to do is to show how one symbol (the noun phrase) is associated with another (the standard name). This places us firmly where our view is from the internal perspective.

But the external perspective is indispensable. First, most of the objects we talk about do not have standard names; hence labeling is hardly the right model for explaining how referring is done in natural language. Therefore, if we are ever to explain how natural language is capable of representing reality for us, we must give up the standard-name assumption and pay closer attention not only to the way symbols are associated with one another, but also to the way they correspond to the objects they stand for. Furthermore, if we ignore the external perspective, we lose the basic rationale for the act of referring itself. Consider the following examples:

2 (a) The farmer down the road owns a donkey named Buridan. He feeds it.
    (b) The average farmer owns a donkey. He feeds it.
    (c) If John owns a donkey, he feeds it.
    (d) If a farmer owns a donkey, he feeds it.

In example 2(a), in contrast with examples 2(b), the speaker has in mind a particular farmer and a particular donkey. But from the internal perspective, this fact is of limited interest, since both "The farmer down the road," and "The average farmer" have equal potential for initiating anaphoric chains. Similarly, in example 2(c), there is a particular owner that the hearer is expected to identify. No such identification is required for the interpretation of example 2(d). Still, from the internal perspective all three — "John," "a farmer," and "a donkey" are treated equally: they are assigned discourse entities [9,23], which are basically "conceptual coathooks" on which a hearer "hangs" subsequent noun phrases in the anaphoric chain. Whether the

---

3 Of course, we can always generate new labels whenever a new object is introduced, but we are still left with the problem of explaining how the object is identified in the first place.
discourse entity corresponds to a real object or not is immaterial as far as
the internal perspective is concerned.\footnote{The term “conceptual coat hook” is attributed to William Woods.}

But the question of whether the noun phrase corresponds to a particular
object that the hearer is expected to identify is of prime importance for a
natural-language system. Consider a speaker who is attempting to achieve
something by means of language. Suppose, for example, that Luke Sky-
walker of Star Wars instructs his trusted robot C3PO to look for Han Solo’s
spaceship. It makes a great deal of difference to Luke whether it is under-
stood that he has a particular spaceship in mind and furthermore, whether
the robot will be able to identify it. If the robot simply associates the phrase:
“Han Solo’s spaceship” with the correct standard name and then switches
itself off, Luke has not succeeded in his speech act. Any system that com-
bines linguistic and nonlinguistic actions, and that is capable of cooperative
behavior, must be able to talk about objects. It must distinguishes when a
noun phrase has a referent in the real world from when it does not, when
a particular type of knowledge of the referent is required from when it is
not, when knowledge of the referent is presupposed from when it should be
actively sought. Without the external perspective, we cannot even ask these
questions.

Quite bluntly, my own view is that only the external perspective is rel-
levant to a theory of referring if such a theory is supposed to explain how
expressions represent things, and how such representations can be used by a
speaker for a specific purpose. This, of course, does not mean that the inter-
nal perspective is not important. On the contrary, the internal perspective
is essential to our understanding of natural language. Moreover, although
research from the internal perspective is largely independent of its external
counterpart, the opposite is not true, since a theory of referring needs the
constraints that a theory of anaphora resolution provides. Thus, if an in-
ternal theorist asks me why he should adopt the external perspective, my
answer would be that he does not have to. There is enough to be done from
the internal perspective for generations to come. If, on the other hand, I
am asked why we need the external perspective at all, my answer would be
that, without it, both semantics — in the sense of relating language to the
world — and pragmatics — in the sense of correlating language with the
purpose of its use — are impossible.

Throughout this section, I have talked about particular entities that a
speaker may have in mind and a hearer is supposed to identify. Needless to
say, there are many kinds of such entities. For example, institutions (the
Supreme Court, the Presidency), abstract entities (the number 47, the the-
ory of relativity), events (the shooting of J. F. Kennedy, World War II), and so on. We can talk about all such entities, and a comprehensive theory of referring should undoubtedly explain our ability to do so. We should, however, concentrate on the familiar class of physical objects that, so to speak, are simply “out there” in the physical world for everyone to see: plants, cars, shirts, persons, houses, animals, etc. From now on, whenever I talk about objects, it is such physical objects that I have in mind. The problems associated with referring to other types of entities will be deliberately disregarded in the following discussion.

There are a number of related reasons for restricting ourselves in this way. From a theoretical point of view — as Strawson [22] has argued — the category of physical objects is basic in the sense that, without it, identification of particular entities in other categories would be impossible (Strawson uses the term “material bodies”). From a practical point of view, a computer system that, among other things, is capable of referring is most likely to operate in a context in which the perception and manipulation of physical objects are of prime importance. But the main reason is essentially methodological. Physical objects of the type we are considering are more permanent than events and, unlike abstract and institutional entities, they can be perceived. Consequently, they can be recognized, identified, and reidentified in the most obvious and immediate manner. Focusing our attention on objects possessing such features simplifies the discussion significantly: we begin with a firm intuitive grasp of the category of things we are talking about, individuation is less of a problem (we all know what counts as one shirt or one person...), and identification and reidentification are easier. When we shift to other kinds of entities, such as the Presidency, World War II, or the integer 3, it is much harder to understand the relation between a noun phrase and an intangible object because the latter is much more difficult to grasp. All in all, physical objects seem to provide a good point of departure. If a theory of referring cannot handle physical objects, it stands little chance of coping with anything else.

3 Referring as planning

The act of referring is done typically by means of noun phrases in conversation. However, not all noun phrases are intended to be used in this manner, not even those that have the form of a definite description. For example, in the sentence “The whale is a mammal” (uttered, say, in a biology class), the speaker is making a general statement in which no referring relation is presupposed between the noun phrase “the whale” and any individual whale.
Let us reserve the term *referring expressions* for those instances of noun phrase usage that are intended to indicate that a *particular* object is being talked about. Note that one and the same noun phrase may sometimes function as a referring expression and at other times not. While discussing the whale at the Monterey aquarium, for example, I may comment "...but it costs a lot to feed the whale." Here, the noun phrase "the whale" is clearly used as a referring expression, in contrast to the above example.\(^5\)

Thus, whether or not a particular noun phrase is a referring expression depends on the way it is intended to be interpreted. A theory of referring, therefore, is not a theory of language but of language use. In general, theories of language use (that is to say, pragmatic theories) specify and explain the ability of humans to use language for some purpose. Consequently, an account of referring should specify and explain human competence in using referring expressions to achieve particular goals. Now, pragmatic theories have concentrated on two complementary aspects of language use. The first, which is at the heart of Grice's theory of meaning, is this: when we use language, we typically achieve some of our goals by making our audience recognize our intentions to achieve them. For example, I can succeed in congratulating you simply by making you recognize my intention to do so. Once you have recognized my intention, you are thereby congratulated and nothing else is necessary. This is a unique feature of communication, as Grice [8] was the first to notice. The second aspect of language use, which is a central element in Searle's speech acts theory is this: we make our audience recognize our intentions by following mutually known rules that determine what the utterance of a particular expression counts as. For example, underlying the recognition of an intention to pay one's debt is a rule that is mutually known by both speaker and hearer; this rule specifies that the utterance of "I hereby promise to pay my debt" counts as placing the speaker under the obligation of paying his debt [20].\(^6\)

These two general principles of language use determine the structure of pragmatic theories. For any communication act, such theories should state precisely what relevant speaker's goals are involved, and on what basis a speaker expects and intends those goals to be recognized (cf. [7]). Moreover, since the relation between language use and a speaker's goals is what needs to be explained, it is natural, within the context of computational linguistics, to consider language use as a planning problem [1,2,5,7]. What underlies

---

\(^5\)It may be argued that the noun phrase "the whale" in "The whale is a mammal" is a referring expression, referring, as it were, to the *species*. Such noun phrases can still be contrasted with others that do not refer at all — for example, "He left me in the lurch."

\(^6\)This is the rule that defines the institution of promising — see ibid., 60. For a discussion of such rules (*constitutive rules*, as Searle calls them), see ibid., 33-42.
the *generation* of an utterance is a plan (constructed by the speaker) to achieve certain goals through available means (linguistic or otherwise). The *understanding* of the utterance involves the hearer's recognition of the goal, as well as of the plan itself (or perhaps just a part of it). By regarding language use as a special case of planning, we are provided with a large array of computational tools that have been developed within the field of AI in recent years. Moreover, since planning is a special form of rational behavior, the justification of rules for language use can be grounded upon a general theory of rationality [6,10,11].

Such a computational approach to language use should govern the referring model we are after. A plan-based account of referring is an integral part of a plan-based theory of speech acts. At a certain point in the planning of a speech act, it may become obvious that, as a precondition for further steps in the plan, the speaker must make the hearer identify a particular object as being relevant to the conversation. To achieve this goal an act of referring then becomes necessary. Thus, a computational model of referring must show how the successful use of a referring expression in a given context is due to the solving of a planning problem — given also a goal, various rationality assumptions, and relevant linguistic institutions.

Note that, as is the case in other plan-based accounts of communication acts, the effects of referring are intended to be primarily on the hearer's model of the world, which naturally includes a representation of the speaker's model. In general, if my intention is that you recognize my goal, the typical way to satisfy my intention is to let you know what I think, hoping that I shall thereby alter your model of my mental state. The same reasoning applies to referring: by effecting changes in the hearer's model of the speaker model, the speaker may be successful in his referring act. That is, he may succeed in making the hearer recognize which particular object is now relevant to the conversation. Of course, the speaker's model, in turn, includes a representation of the hearer's model; hence, by making the hearer recognize the object in question, the speaker's model itself changes. Thus, a model of referring — like other plan-based accounts — should describe how after successful referring, the *hearer's* model of the speaker's mental state and the *speaker's* model of the hearer's mental state are both changed.

In sum, what I have been saying so far is this: a pragmatic theory of referring is one that specifies and explains human competence in using *referring expressions* to achieve certain goals. Since the relation between referring expressions and a speaker's goals is what must be explained, it is natural to consider referring as planned action. This, in turn, requires showing how the use of referring expressions is systematically related to changes in both the hearer's and speaker's mental states.
The view that the referring act is a planned effort to achieve certain goals through linguistic means simply follows from the fact that referring is a speech act, since all speech acts are attempts to achieve goals through linguistic means. Following Searle, I distinguish between two kinds of speech acts: propositional and illocutionary. There are two kinds of propositional acts, according to Searle, namely, referring and predicating, both of which are generally performed as parts of larger, complete speech acts. The latter constitute the illocutionary acts: promising, stating, requesting, congratulating, commanding, questioning, asserting, thanking, warning, advising and the like. Now, although referring is a speech act, it is different from illocutionary acts in the following four important ways.

Literal goals. In performing one and the same speech act, a speaker may have many distinct goals. For example, by uttering “The house is on fire!” a speaker may intend to inform the hearer that the house is on fire, scare the hearer half to death, and/or make the hearer leave. Only the first goal, however, is what I call a literal one. Literal goals are the goals of Gricean communication intentions, i.e., they are intended to be achieved through recognition of the intention to achieve them.\footnote{The term "literal goal" is taken from Kasher [13], where literal purposes are introduced. Our use of the two terms is virtually the same, except that Kasher wishes to explain what literal purposes are in a way that is independent of Gricean intentions.} Thanks to Austin, Grice, Searle and others, we have a fairly clear notion of what the literal goals of illocutionary acts are. For example, the literal goal of a promise is to let the hearer know that the speaker places himself under an obligation to do something, while the literal goal of a request is to let the hearer know that the speaker desires something. But it is not clear at all what the literal goal of referring is. Needless to say, without a clear notion of a literal goal, the task of treating referring as a planned speech act cannot even get off the ground.

Conditions of satisfaction. Illocutionary acts have illocutionary force and propositional content. An assertion that it is raining and a question whether it is raining share the same propositional content but have different illocutionary forces. A promise to come home early and a promise to pay one’s debt have the same illocutionary force, but differ in propositional content. Part of the illocutionary force is the illocutionary point [21], which specifies the point or purpose of the (type of) act. The illocutionary point together with the propositional content determine what Searle [19] calls the act’s conditions of satisfaction: a request that a door be opened is satisfied
if and only if the hearer indeed opens it; by the same token an assertion that
the door is closed is satisfied (true) if and only if the door is indeed closed.

A referring act, however, has neither illocutionary force, nor propositional
content, and although it obviously has a purpose, it is not clear what
its conditions of satisfaction are. As with literal goals, we must have a clear
notion of what it takes for a referring act to be satisfied if we want to view
referring as a planned speech act.

Note that specifying the conditions of satisfaction of a referring act is
not the same as specifying its literal goal. The literal goal of a speech act
and its conditions of satisfaction are usually distinct: if I tell you that I want
the door closed and you understand me, the literal goal of my request has
been achieved. But it is still up to you whether or not you will satisfy my
request.

Compositionality. Speech acts can be combined with one another, cre-
ating new and more complex speech acts. For example, a question can be
seen as a request to inform. It is also possible to either request a promise
or promise to request. As Cohen and Perrault [7] have shown, the appro-
piate planning of composite speech acts is a powerful adequacy test for a
planning system that can generate speech acts. Now, since referring is not
a complete speech act (that is, it is not an illocutionary act), one cannot
refer to promise or refer to request (although one can refer to a particular
promise or request). However, one can certainly request or promise a hearer
that referring will be done, or refer and, at the same time, make an indirect
request (“The envelope, please?”). Combining such speech acts is no less
an adequacy test for a planning system than is the composition of request
and inform. Viewed from this standpoint of speech act compositionality,
referring is not different, in principle, from illocutionary acts.

But propositional acts (in particular, referring) are different from il-
locutionary acts. Seen from a certain perspective, propositional acts are
related to illocutionary ones as the structure and meaning of noun and verb
phrases are related to the structure and meaning of sentences. Referring
and predicated are the building blocks out of which illocutionary acts are
constructed; in pragmatics, as in syntax and semantics, it must be shown
how the whole is a function of its parts. One way of stating the problem
is in terms of pragmatic presuppositions. The pragmatic presuppositions of
a speech act can roughly be described as the class of propositions that is
characteristically associated with the felicitous performance of that speech
act. The truth of these propositions is mutually believed to be taken for
granted by the participants [12]. Now, it is difficult to see how such a
class of pragmatic presuppositions is generated unless the pragmatic pre-
suppositions associated with illocutionary acts are largely a function of the pragmatic presuppositions associated with parts of the illocutionary acts. For example, a pragmatic presupposition of the command “Show me the letter!” is that it is mutually believed that a certain letter exists and that both speaker and hearer know which one it is. This pragmatic presupposition is generated, in turn, through other presuppositions associated with the referring act: for example, that it is mutually believed that the use of the definite article in this case signals, say, an anaphoric link with a referring expression mentioned earlier.

In a planning system generating illocutionary acts, there would be operators whose executions would correspond to the performance of a particular speech act. Let us say that REFER is the operator corresponding to the referring act. In such a system, the pragmatic presuppositions generated by the act of referring will be represented by the mutually known effects of the execution of REFER. One way of capturing the relation between referring and complete speech acts, then, would be to show how the mutually known effects of the referring act contribute to the mutually known effects of illocutionary acts.

Syntax and semantics. In [direct] illocutionary acts, we have a fairly precise correlation between syntax and semantics, on the one hand, and illocutionary point on the other. Assertions and commands, for example, have their syntactic counterparts in indicative and imperative sentences, while performative verbs represent those illocutionary acts that are being performed. But whereas a serious utterance of an imperative sentence is almost always taken as a directive type of speech act, the serious utterance of a noun phrase – even a definite noun phrase – is not necessarily an act of referring, as we have already seen. Similarly, one can promise, say, to pay one’s debt by stating “I hereby promise to pay my debt,” but merely uttering “I hereby refer to a friend of mine” is hardly satisfactory. Hence, the semantic and syntactic clues that enable the hearer to recognize an illocutionary act do not help much as far as referring is concerned.

Thus, we have four problems with respect to referring acts that seem harder to resolve than their counterparts in a theory of illocutionary acts:

1. What is the literal goal of a referring act?
2. What are its conditions of satisfaction?
3. How does referring contribute to the success of illocutionary acts?
4. When is a use of a noun phrase a referring use?
Answers to the first and second questions are given in [15]. To a limited
degree, Appelt and Kronfeld [3] address the third question: we show how
changes that take place in a hearer’s mental state as a result of a referring
act contribute to other changes resulting from a broader speech act (in
particular, a request). The fourth question has two parts. First, there is the
problem of specifying the algorithm by means of which a hearer recognizes a
noun phrase as a referring expression. This is an extremely difficult question
and I shall not be discussing it in this paper. Second, there is the problem of
specifying the mental state that underlies a speaker’s use of a noun phrase
as a referring expression. In essence the solution to this problem amounts
to a definition of referring. Such a definition can be found in [3].

4 Philosophical foundation

Let us return to the external perspective. From its standpoint we have
the object that the speaker is thinking of, we have the referring expression
used by him, and we ask how a hearer makes the connection. Once the
question is formulated in these terms, however, it is easily apparent that
it masks a more general problem. Never mind how the hearer recognizes
the connection between a referring expression and an object. How is this
connection established in the first place? What does it mean to say that the
speaker has a particular object in mind? Does it mean that he is able to
identify that object when he sees it? Does it mean that he knows something
that is true of that particular object and no other?

Such questions lead to what may be called the philosophical problem
of reference, which can roughly be phrased as follows: “How can thoughts
(and sentences that articulate them) be about objects?” The problem seems
simple enough, but, as was the case with the referring problem (i.e., how
do we let our audience know what we are talking about?), the simplicity
is deceptive. In effect a solution to the problem of reference elucidates the
general mechanism that enables the mind (and, derivatively, language) to
represent the world for us. It is not surprising, therefore, that the problem
of reference has occupied a central position in the philosophical debate that
has been going on since the very beginning of this century. The question is
whether anyone interested in a computational model of referring should get
involved in the problem of reference, philosophical baggage and all.

What are the options? It should be obvious that the referring problem
and the problem of reference are not mutually independent. We could avoid
philosophy altogether and start from scratch. This has been done in AI, on
occasion — with lamentable results, however. On the other hand, philosoph-
ical debates drag on forever. Major philosophical problems may go in and out of fashion, but they are never really "solved." If a computational model is what we are after, it would be hopeless for us to wait for the philosophical discussion of reference to reach a consensus.

The way out of this impasse is to recognize that the philosophy of language and mind can offer research programs. The term was introduced by Lakatos [17], as a rational synthesis of Kuhn’s notion of a scientific paradigm and Popper’s principle of falsification [16,18]. It essentially denotes a general scientific framework that offers a methodological foundation for investigating certain scientific problems. When I say that philosophy can provide research programs for the study of language, I mean something very much like what Lakatos had in mind: a theoretical framework that, when stated explicitly, is invaluable as a source of general principles. Thus, rather than ignoring the philosophical debate or attempting to maintain “neutrality,” we should scan the philosophical landscape for the most promising general approach to the problem at hand. Once we find it, we should isolate its central theses, systematically identify the main objections to it, and evaluate the possibility of modifying the program as to overcome these objections. If the program still looks promising, we should stay with it, using it as a general guide for computational research. I present such a philosophical framework in [14].
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